Adaptive Control for Soft Robot Manipulators with Unknown Loads

Jonathan S. Terry  Randal W. Beard  Marc D. Killpack

Abstract—Soft compliant robots may greatly improve safety, especially when interacting with humans, over traditional robot structures. However, compliance makes accurate position control difficult, especially when working with unknown loads or as the system dynamics change over time. In this paper, we present a novel method of coupling Model Reference Adaptive Control (MRAC) with Model Predictive Control (MPC) for platforms with antagonistic actuators. We demonstrate its utility on a fully inflatable, pneumatically actuated soft robot manipulator, and compare control performance with and without MRAC when significant weight is attached to the end effector. Specifically, for tests on real soft robot hardware, our adaptive control showed a 50% average reduction in step input tracking error when compared to the performance of the nominal controller.

I. INTRODUCTION

As the robotics field continues to expand into new areas of application, there is an increasing interest in developing robots that are safe around humans and capable in unmodeled environments. Soft, compliant robots provide a possible solution to this problem. A soft, lightweight, compliant robot is inherently more safe for both the robot and everything with which it may come in contact. The unique advantages of soft, inflatable robots over rigid robots for specific applications are what motivate this research. Applications include health care, living assistance, space exploration, search and rescue, orthotics, and prosthetics [1]–[3]. As shown in [1], a variety of soft grippers, actuators, and structures have been designed and built with the intent of moving robotics into environments that are not currently feasible. Generally, work in this area is pursued with the intent of seeking an alternative approach to a rigid structural design.

Studies have been done to evaluate and quantify the dangers of unintentional impacts from rigid robots. In [4] the Head Injury Criterion (HIC) is identified as a limit for serious head injury upon robot impact, where inertia of the robot is a major driving contributor. This indicates that with all operating parameters constant, a reduction in robot inertia directly reduces the HIC rating. Also in [5] and [6], it has been shown that contact forces from inflatable links can be controlled with cable driven actuators. The ability of soft robots to control or inherently limit forces can significantly reduce injuries or damage from unintentional impact.

In this paper, we focus on improving control for a specific type of soft robot platform called King Louie (Figure 1). King Louie is soft, fully inflatable, and has four Degrees of Freedom (DoF) in each arm. Each joint is pneumatically actuated with antagonistic pressure chambers. This platform is fabric-based, lightweight (each arm weighs about five pounds) and compliant, and therefore inherently safe around humans. It is also much less likely to damage itself or its environment upon accidental impact. This type of platform is one possible solution to the problems discussed above.

However, the benefits of this platform also come with difficulties which are almost irrelevant in traditional robots. The compliance in the links and joints, coupled with the complex dynamics of pneumatic actuation, make the arms difficult to accurately control. Each arm has a maximum payload of about three pounds, which is a significant percentage of the total arm weight, so picking up a relatively heavy object will greatly change the dynamics of the arm. Additionally, when the robot is deflated and then re-inflated, the structural chambers have a tendency to settle in slightly different positions than before, which has an impact on the dynamics and kinematics of the arm.

Work has been done previously on this platform, where models and control methods were developed, a PID controller for pressure in the actuation chambers was designed, and a Model Predictive Controller (MPC) for joint angle control was implemented [7], [8]. This paper addresses the problem of maintaining control performance when significant weight is grasped in the end effector and the approach is general enough to be applicable to other changes in structure and dynamics of the platform as well. Our main contribution is the development of a form of Model Reference Adaptive Control (MRAC) which couples with MPC for soft robots with antagonistic actuators and compliant links.
A. Related Work

One reason why robots with rigid joints and actuation have been used for so long is that low level system dynamics and sensing methods are well developed. With a soft robotic system, the dynamics are not straightforward and for each design new methods must be developed or learned through data to describe how the system behaves when actuated. An example of this is in [9], [10], and [11] where it was found that planning is viable for elastomer actuators using dynamic and constant curvature kinematic models. Designs for rotary, fabric-based, pneumatic actuated joints were proposed in [12] and the actuators used in this work are based on those designs. One purpose of our research is to develop models and general methods of control for robots like King Louie. The lack of literature on the control of inflatable structures despite a wide range of applications suggests a viable and interesting area for research.

Different forms of adaptive control methods have been developed for use with MPC both on a theoretical basis and also for specific platforms. Chowdary et al [13] used a form of MRAC with MPC for aerospace applications with fast dynamics. Fukushima et al [14] developed a general method for on-line system identification to work in conjunction with MPC. Adetola et al [15] and Chen et al [16] both developed Lipshitz-based adaptive MPC methods.

For platforms with robot manipulators, a typical adaptive control approach is on-line parameter identification using a regressor matrix (see [17]–[20]). MRAC has also been used for robot manipulators in [21]. Tahia et al [19] and Tonietti et al [20], cited above, both worked on manipulators with antagonistic actuators, similar to the manipulators used in this paper. Their manipulators, however, had rigid links with compliant actuation, whereas the platforms used in this paper have compliant links as well as compliant actuators. Medrano-Cerda et al [22] also did their work on manipulators with antagonistic actuators with rigid links, but the control in their work used an adaptive pole placement technique. Link compliance requires extra consideration in control development, especially when loads are added to the manipulator. This is a significant motivation for the research presented in this paper.

II. METHODOLOGY

A. Platform Description

The platforms used for this research are a single DoF joint called a Grub (Figure 2) and a humanoid robot called King Louie (Figure 1), with four DoF in each arm. Both were developed and built by Pneubotics, an affiliate of Otherlab. Besides internal electronics such as IMU and pressure sensors, these platforms are entirely made of ballistic nylon fabric with internal bladders to prevent air leakage. The structure of these robots comes from an inflatable bladder which is pressurized to between 2-3 PSI gauge. At each joint, there are antagonistic actuators which can be filled to pressures between 0-20 PSI gauge. These actuators are similar to the designs described in [12].

Fig. 2: The Grub is a single degree of freedom, fully inflatable, pneumatically actuated platform.

A single pressure source provides the air for each of the actuators, and each actuator’s pressure is controlled using an Enfield LS-v25 spool valve. Pressure data for each actuator is read using Honeywell HSCDRNN100PGSA3 pressure sensors. An underlying PID controller running at 1 kHz controls pressure in each actuator.

Joint angles for the Grub are determined using IMU (inertial measurement unit) located on the link. Joint angles are measured on King Louie by using HTC Vive Trackers. The HTC Vive system uses two emitter/sensor Lighthouses to determine the orientation of each Tracker. Trackers were placed on links of King Louie’s arms and used to back out each joint angle.

Communication between the sensors and controller is achieved using ROS (Robot Operating System) operating in non-real-time on an Ubuntu workstation.

B. Control Methods

Model Predictive Control (MPC) is an optimal control method originating from the process industry in chemical production and oil refinement [23] and more recently in robotics [24]–[26] and UAV research [27]–[29]. Recent advances in computing power and optimization techniques such as those described in [30], [31] have made this possible. MPC allows for the minimization of a customizable cost function across a discrete finite time horizon given specific constraints. MPC not only allows for model-based control but also for the consideration of real-world constraints such as joint limits, pneumatic valve actuator limitations, and hardware pressure limits.
The most significant constraint for the MPC optimization used in this work is the state space model. Previously we presented an effective means of linearizing and decoupling the model, called the Coupling-Torque method [8]. This method was utilized and built upon for the development of the adaptive control scheme discussed in this paper.

Joint angle control for King Louie (Figure 1) is run individually on each joint, with each joint-level controller receiving information about torques generated from the motion of other links and treating them as disturbances, as described in [8]. This is referred to as the Coupling-Torque (CT) method, and is summarized here.

The state equations used for the Grub and King Louie are

\[
\dot{x} = A(x)x + Bu + M^{-1}(q)G(q)
\]

where

\[
x = [\dot{q} \ q^+ \ p^-]^T
\]

\[
u = [p_{des}^+ \ p_{des}^-]^T
\]

\[
A = \begin{bmatrix}
-M^{-1}(C + K_d) & -M^{-1}K_p & M^{-1}K_p^+ & -M^{-1}K_d^- \\
1 & 0 & 0 & 0 \\
0 & 0 & K_d^+ & 0 \\
0 & 0 & 0 & K_d^-
\end{bmatrix}
\]

and

\[
B = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
K_d^+ & 0 \\
0 & K_d^-
\end{bmatrix}
\]

where \(q\) and \(p\) are vectors of joint angles and pressures, respectively, \(p^+\) are the pressures that yield positive torques, \(p^-\) are the pressures that yield negative torques, \(M\) is the mass matrix, \(C\) is the Coriolis matrix, \(G\) is gravity, and \(K_p\) and \(K_d\) are diagonal matrices that model the joint stiffness and damping. All other \(K\) matrices are diagonal matrices that contain the different coefficients for the respective joint pressures and were found through empirical data and controller tuning. Note that for the Grub \(x\) is a vector of four elements and \(u\) is a vector of two elements, whereas for King Louie \(x\) is a vector of 16 elements and \(u\) is a \(2 \times 4\) matrix.

Dynamic coupling occurs because of the torques generated from the motion of other links in the arm, and is expressed mathematically via the Coriolis and inertial terms. The CT method treats these coupling torques as a constant known disturbance over the horizon duration.

The general equation that MPC uses for its forward prediction for joint \(i, \forall i = 1 \ldots n\) where \(n\) is the number of joint, when using the CT method is

\[
x_{k+1,i} = mpc_{i}x_{k,i} + B_{mpc_{i}}u_{k,i} + d_{i}
\]

where \(x_{k,i}\) is the states directly pertaining to link \(i\), and \(A_{mpc_{i}}\) and \(B_{mpc_{i}}\) are composed of the elements of \(A\) and \(B\) that are multiplied by the states and inputs directly pertaining to Link \(i\), and \(d_{i}\) is the coupling torque generated from the motion of the other links. When implemented in the controller, \(d_{i}\) is calculated at the current states and then held constant over the MPC horizon. For a more in-depth discussion of how each of these terms are calculated, see [8].

### III. Parameter Estimation

A common method for adaptive control is called Model Identification Adaptive Control (MIAC), where algorithms are designed to match experimental data with a model by manipulating model parameters. Generally, a more accurate model will result in improved model-based control performance. This strategy was employed to estimate the rotational inertia of the Grub (Figure 2), which is modeled as an inverted pendulum. MPC was used to control the joint angle, and a Recursive Least-Squares (RLS) algorithm was used to estimate the inertia. The Grub’s construction makes it difficult to predict an actual inertia value, so a 3-pound weight was attached to the end, which should be the dominate contributor to the system’s inertia (the moving soft link weighs about 1 pound). Treating the added weight as a point mass, we estimate that the system has a rotational inertia of roughly 0.1 \(kg \cdot m^2\). The RLS algorithm settles at values to within ±5% of our estimated value within 0.4 seconds after the first step input, and the controller performance with the estimated rotational inertia value can be seen in Figure 3 (blue dashed line).

![Fig. 3: Joint angle control on the Grub, varying the model’s inertia value, with a three-pound weight at the end of the link.](image-url)
true if our selected parameterization of the physical model is limited in what it can represent. Note that, in Figure 3, the Grub is at 0 deg when it is pointed straight up, so momentum and gravity drive the link to extreme overshoot when \( q_{\text{goal}} = 0 \) deg, especially in the case using a low value for \( I \).

IV. MODEL REFERENCE ADAPTIVE CONTROL

We identified Model Reference Adaptive Control (MRAC) as a viable option for a performance-based adaptive control method and used Lavretsky’s development for MRAC (see [32]) for our soft robot system. However, we also made adjustments so that we could continue to use MPC as the main control method.

For this implementation of MRAC/MPC, Eq 6 is modified to

\[
x_{k+1,i} = A_{i,m,c}x_i + B_{m,p,c}u_{i,k} + d_i - \Omega_i
\]

(7)

The adaptive laws used to find \( \Omega_i \) are

\[
\dot{q}_{\text{ref},i} = \alpha_i(q_{\text{goal},i} - q_{\text{ref},i})
\]

(8)

\[
q_{\text{err},i} = q_{\text{ref},i} - q_i
\]

(9)

\[
\dot{\theta}_{i,j} = \begin{cases} 
\Gamma_{i,j} \Phi_{i,j} q_{\text{err},i} - \sigma_{i,j} |q_{\text{err},i}| \theta_{i,j} & \forall q_{\text{err},i} \geq 1 \text{ deg} \\
0 & \forall q_{\text{err},i} < 1 \text{ deg} 
\end{cases}
\]

(10)

\[
\Omega_i = \sum_j \theta_{i,j} \Phi_{i,j}
\]

(11)

where \( i \) designates a specific link, \( q_{\text{goal}} \) is the desired joint angle, \( q_{\text{ref}} \) is a desired reference trajectory, \( \Phi \) is the regressor (defined in Eq 13 for the Grub and in Eq 14 for King Louie), \( J_i \) is the number of parameters to be adapted, and \( \alpha, \Gamma \) and \( \sigma \) are gains. The purpose of \( q_{\text{ref}} \) is to smooth out the transition between step changes in \( q_{\text{goal}} \). Otherwise, abrupt step changes can cause stability issues for MRAC. Larger \( \Gamma \) values result in more quickly changing values for the adaptive parameters \( \theta \), whereas \( \sigma \) acts as a spring, preventing \( \theta \) from growing too large. In Eq 10, the breakpoint at \( q_{\text{err}} = 1 \) deg serves as a deadband so that adaptive parameters do not respond to small changes in \( q \). The overall control scheme is summarized in Figure 4:

In contrast, Lavretsky’s MRAC formulation has the following method for incorporating the adapted parameters:

\[
u_{\text{mrac},i} = u_i - \Omega_i
\]

(12)

where \( u_i \) is the input determined by some controller, and \( u_{\text{mrac},i} \) is the adapted input. Lavretsky’s method modifies the input directly, whereas our method passes \( \Omega \) in to MPC as a model parameter. This directly affects the solutions that MPC finds for control, while still respecting the constraints of the inputs and states.

A. Hardware Implementation on the Grub

Adaptive control was first implemented on the Grub (Figure 2). Adaptive gains (\( \Gamma \) and \( \sigma \)) were tuned with no extra mass attached, with \( \Phi \) defined for the Grub as

\[
\Phi_{\text{Grub}} = \begin{bmatrix} a_{1,1} \dot{q} & a_{1,2}q & a_{1,3}p^+ & a_{1,4}p^- \end{bmatrix} \cdot \begin{bmatrix} I^{-1}G & I \end{bmatrix}
\]

(13)

where \( a_{m,n} \) are the entries in the \( m \)th row and \( n \)th column of \( A \) from Eq 4, \( x_i \) is the \( i \)th element of \( x \) from Eq 2, \( I \) is inertia (equivalent to \( I \) from Section III) and \( G \) is gravity from Eq 1. These parameters were selected based on their impact on control performance during the tuning process.

For comparison to the nominal controller, a three-pound mass was added to the end of the link after the initial adaptive parameter tuning. The results are shown in Figure 5 and Table I. Given that some of the step input responses never attain steady-state, the \( q_{\text{goal}} \) Error metric is shown instead of Steady-State Error in Table I. This metric compares the \( q \) to \( q_{\text{goal}} \) at the final value, measured immediately before the next step input. Similarly, because some commands have significant \( q_{\text{goal}} \) Error, the 95% Rise Time metric shows rise time to the final value instead of rise time to \( q_{\text{goal}} \). The nominal case is the same as in Figure 3 where \( I = 0.1 \) kg \cdot m\(^2\). Figure 5 indicates some improvement with MRAC/MPC, especially with regards to the overshoot when \( q_{\text{goal}} = 0 \) deg. Table I shows some improvement in all three metrics.

In contrast, MRAC/MPC on King Louie shows significant performance improvement, especially when weight is added to the end effector. One explanation for this difference is that the success of MRAC/MPC on King Louie relies on adapting dynamic parameters that pertain to the motion of other links of the arm, whereas these dynamic couplings between joints do not exist with the Grub and therefore cannot easily be improved upon. This suggests that a different adaptive control approach may be more beneficial for improving performance of the Grub. However, we show in this paper that our approach is able to improve performance more significantly for a more complicated multiple degree of freedom system such as King Louie, so improving adaptive control further on the Grub was not pursued.

B. Hardware Implementation on King Louie

Adaptive control was implemented on the last three links of a King Louie arm (see Figure 1). In preliminary testing, it became clear that Joints 1 and 2 had strong coupling effects, due to causes unique to this platform. This could include...
TABLE I: Grub Experiment Results

<table>
<thead>
<tr>
<th>Controller</th>
<th>Mass (lb)</th>
<th>RMS Error (deg)</th>
<th>q\textsubscript{goal} Error (deg)</th>
<th>95% Rise Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>3</td>
<td>17.22</td>
<td>2.94</td>
<td>6.29</td>
</tr>
<tr>
<td>MRAC/MPC</td>
<td>3</td>
<td>15.90</td>
<td>2.10</td>
<td>5.97</td>
</tr>
</tbody>
</table>

physical strain induced by pneumatic hoses that pass along the entire length of the arm, air flow limitations, or joint angle estimation. To focus on the contribution of this paper, we performed final experiments on the last three joints only. For this reason, equations and plots omit Link 1. Adaptive gains (Γ and σ) were tuned with no additional weight in the end effector, with Φ for King Louie defined as

$$
\Phi_{KL} = \begin{bmatrix}
a_{2,6}q_2 & a_{1,5}q_1 & a_{1,5}q_1^+ \\
g_2 & a_{1,9}p_1 & a_{1,9}p_1^+ \\
0 & a_{3,7}q_3 & a_{3,7}q_3^+ \\
0 & a_{3,11}p_3 & a_{3,11}p_3^+ \\
0 & a_{3,15}p_3^- & a_{3,15}p_3^- \\
0 & a_{4,8}q_4 & a_{4,8}q_4^- \\
0 & a_{4,12}p_4^+ & a_{4,12}p_4^+ \\
0 & a_{4,16}p_4^- & a_{4,16}p_4^- \\
g_2 & g_2 & g_2 \\
g_3 & g_3 & g_3
\end{bmatrix}
$$

where \(a_{m,n}\) and \(b_{m,n}\) refer to the element in row \(m\) and column \(n\) of \(A\) from Eq 4 and \(B\) from Eq 5, respectively, and \(g_i\) is the result of the product of \(M^{-1}(q)G(q)\) (see Eq 1) that corresponds to Link \(i\). The \(j\)th column of \(\Phi\) contains dynamic parameters to be adapted for Link \(j + 1\). Note that the zeros in the first column indicate that fewer dynamic parameters were adapted for Link 2. Also note that Columns 2 and 3 are identical.

Control was implemented while the arm moved for several minutes, allowing the adaptive parameters \(\theta\) to settle. Values for \(\theta\) were then saved so that future trials could start with the adaptive gains found from this process, and are referred to here as \(\theta_{m=0}\). Figure 6 shows the control performance of an example trial as a result of this process, comparing nominal to adaptive control with no weight in the end effector.

Fig. 5: Adaptive vs Nominal control for the Grub with a three-pound weight added to the end of the link.

Fig. 6: Adaptive vs Nominal control for three links of King Louie’s arm with no weight in the end effector.

Fig. 7: Adaptive vs Nominal control for three links of King Louie’s arm with three pounds in the end effector.
TABLE II: King Louie Experiment Results

<table>
<thead>
<tr>
<th>Controller</th>
<th>Trajectory</th>
<th>Mass (lb)</th>
<th>RMS Error (deg)</th>
<th>q\textsubscript{goal} Error (deg)</th>
<th>95% Rise Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Link 2</td>
<td>Link 3</td>
<td>Link 4</td>
</tr>
<tr>
<td>Nominal</td>
<td>Step</td>
<td>0</td>
<td>11.44</td>
<td>11.39</td>
<td>10.53</td>
</tr>
<tr>
<td>MRAC/MPC</td>
<td>Step</td>
<td>0</td>
<td>10.96</td>
<td>12.20</td>
<td>10.58</td>
</tr>
<tr>
<td>Nominal</td>
<td>Step</td>
<td>3</td>
<td>14.28</td>
<td>13.45</td>
<td>12.03</td>
</tr>
<tr>
<td>MRAC/MPC</td>
<td>Step</td>
<td>3</td>
<td>12.35</td>
<td>14.32</td>
<td>10.43</td>
</tr>
<tr>
<td>Nominal</td>
<td>Sin</td>
<td>3</td>
<td>25.28</td>
<td>14.57</td>
<td>11.47</td>
</tr>
<tr>
<td>MRAC/MPC</td>
<td>Sin</td>
<td>3</td>
<td>20.88</td>
<td>16.78</td>
<td>10.82</td>
</tr>
</tbody>
</table>

Fig. 7: Adaptive vs Nominal control for three links of King Louie’s arm with a 3-pound weight (unknown to the controller) in the end effector.

pressures were equal to the source pressure or atmospheric pressure.

Finally, a trial was run starting with $\theta_{m}=0$ and no weight in the end effector. At Time \( \approx 90 \) seconds, a 3 lb mass is attached to the end effector, and was removed at Time \( \approx 210 \) seconds. This gives an idea of the control performance with a heavy object in a pick-and-place task. The results of this trial are shown in Figure 8. The process of attaching and removing the mass was done manually by the operator, and so resulted in significant joint angle disturbances, which can be seen in Figure 8 around 90 and 210 seconds.

A similar comparison is made where $q_{\text{goal}}$ is a sine wave trajectory instead of step inputs (see Figure 9). Here, a 3 pound mass is loaded to the end effector for the entire run. Again, the trial was started with the $\theta_{m}=p$ parameters. Adaptive control gives significant improvement for Link 2, while adaptive control performance is slightly worse for Link 3 and nearly identical for Link 4. Poor performance for both controllers on Link 3 at the positive peaks of the wave is due to actuator saturation. The same is true for Link 4, but to a smaller extent. Note that $q_{\text{ref}}$ is set equal to $q_{\text{goal}}$ for MRAC/MPC with a sine wave trajectory.

Numerical results for these hardware experiments are shown in Table II. The Results in Table II show general improvement using MRAC/MPC over the nominal controller, with the
Fig. 9: Adaptive vs Nominal control for three links of King Louie’s arm. A 3 lb mass was attached to the end effector for the entire run.

exception of RMS Error and Rise Time for Link 3. This is primarily due to the actuation chambers becoming saturated, which appears to impact MRAC/MPC control more than nominal control.

The performance results demonstrate some strengths and weaknesses of this approach. Considerable improvements in joint angle control performance can be seen, especially in the case when significant weight (about half of the weight of the arm) is grasped in the end effector. We can also see from these results that there is room for improvement. Adaptive parameter evolution is not shown here, but we observed that the adaptive parameters require several minutes to settle at ideal values. However, it is desirable to have adaptive control formulated such that parameters are adapted much more quickly. Additionally, it would be beneficial to decrease rise time generally for all experiments with step inputs. However, it is not clear at this point whether this is more of a current hardware limitation or a deficiency in the control schemes or adaptations used.

V. CONCLUSION

Future work includes developing a method for faster parameter adaption. This might include reformulating the adaptive laws discussed in Section IV, or perhaps modifying a different adaptive strategy altogether, such as the methods discussed in Section I-A. The lack of improvement when MRAC/MPC was applied to the Grub provides evidence that utilizing another adaptation method could be beneficial. For the adaptive scheme presented in this paper, control performance improvement could be attained from a more rigorous method of identifying which dynamic parameters most need adaptation. Additionally, determining if improvements can be made to following a sine wave trajectory would also be beneficial.

However, we have shown that by adapting dynamic parameters for soft robots online, we can significantly improve performance for model-based control. We demonstrated that knowing parameter values more precisely does not necessarily lead to better control performance for soft robots with a given dynamic model parameterization. Instead, for these inflatable systems, adapting parameters based on control performance can be more effective than adapting parameters based on model accuracy. We also developed a form of MRAC/MPC that builds upon Coupling-Torque based MPC, and demonstrated its usefulness on three links of an inflatable soft robot with no load and while carrying an unknown load.
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